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Abstract 

Phishing attacks continue to pose a significant cybersecurity threat, with over 1.2 million unique phishing sites detected in 2023. 
Traditional detection methods struggle to keep pace with rapidly evolving phishing techniques, particularly given the short lifespan 
of modern phishing websites. This paper presents DaE2 (Diverse and Efficient Ensemble), a novel ensemble-based approach for 
real-time phishing URL detection. Our framework integrates four distinct ensemble methods—AdaBoost, Bagging, Stacking, and 
Voting—each chosen for their unique strengths in handling different aspects of URL classification. Using a comprehensive dataset 
of 11,055 URLs with 30 engineered features, we demonstrate that DaE2 achieves 98.7% accuracy while maintaining real-time 
processing capabilities. The framework shows particular strength in detecting newly created phishing URLs (99.1% accuracy) and 
handling sophisticated masquerading techniques (98.5% accuracy), while maintaining low false positive rates (1.6%). Performance 
analysis reveals that our approach outperforms traditional methods by 2.5% in accuracy while reducing processing time by 35% 
compared to deep learning approaches. The framework's adaptive weighting mechanisms and parallel processing implementation 
ensure robust performance across varying types of phishing attacks, making it suitable for real-world deployment. 

Keywords: Phishing Detection, Ensemble Learning, Machine Learning, Cybersecurity, URL Classification, Real-time Detection, 

Feature Engineering. 

 

Introduction 

Internet is now reached by more than 5.7 billion people accounting 71.3% of total population 
on world. Such pervasive connectivity has reshaped the way businesses operate across every 
industry, radically disrupting key value chains. Every day, more people interact with the Internet 
in their real-life activities and leave more digital traces in cyberspace (Liu et al., 2017). Every 
web page that users visit is assigned a Uniform Resource Locator (URL), used to uniquely 
identify the location of content. But this widespread utilization of URLs has created a major 
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security threat: phishing URLs that imitate legitimate sites to mislead users.Phishing attacks 
skyrocketed to a record level in 2023, with more than 1.2 million unique phishing sites detected 
through the course of the year, according to the Anti-Phishing Working Group (APWG). Each 
phishing URL symbolizes a potential menace to individual efforts and associations, crafted to 
abscond sensitive insights, for example, credentials, financial insights, or private 
insights(Johnson & Smith, 2024;(Wang & Yang, 2019; Mohammad, 2025). For this reason, we 
will be using the Web Page Phishing Detection Dataset, which consist of 11,055 approproately 
engineered URLs with 30 features.Phishing websites have reported using advanced techniques 
to avoid detection, as suggested by recent research. Traditional detection methods (blacklist-
based approaches in particular) cannot keep up with the speed at which phishing evolves(Tian 
et al., 2019; Mohammad et al., 2025f). So for traditional detection techniques, which rely on 
analyzing data from websites before the page goes live, it's increasingly a race against time; 
according to a study released last week by APWG, the average life span of a phishing website 
is now less than 24 hours. The problem is compounded by the fact that about 1 in 8 phishing 
sites now has an HTTPS certificate, lending an air of legitimacy to a site(Sun et al., 2019; 
Mohammad et al., 2025a). 

There are several key challenges facing the conventional methods of URL classification: 

This method works on the premise that static analysis methods(Traditionally, blacklists with 
fixed rules), will not be able to adapt quickly to new behaviours + techniques of phishing( Must 
have been learnt from training data till Oct 2023) 

High Feature Dimensionality: The 30 features in our dataset, such as URL length, domain age, 
SSL certification, and request methods, contribute to a high-dimensional classification problem 
that cannot be efficiently modeled by a single algorithm(Verma & Shri, 2022; Mohammad et 
al., 2025e). 

High False Positive Rate: The traditional filtering rules lead to high false positive rates which 
can block legitimate websites and significantly degrade user experience. 

Processing Who Has Time: The active URL classification requires very fast processing but 
many of the current solutions have long time critical processing steps.Machine learning 
approaches have shown very promising results to tackle these challenges. However, the 
performance of different machine learning algorithms varies significantly from one class of 
phishing attack to another. This inconsistency is due to the different types of phishing URLs and 
the different types of algorithms that work better on dissimilar feature set.Under this view, we 
introduce a variant of diverse ensembles known as Diverse and Efficient Ensemble 
(DaE2)(Tabassum et al., 2023; Mohammad et al., 2025b), tailored specifically to the task of 
phishing URL detection. Here we classifying URLs using four type of ensemble models which 
are AdaBoost, Bagging, Stacking and Voting models. Ensemble methods are a reasonable 
consideration for our dataset because a combination of methods usually eliminates weaknesses 
of single predictors, including: 

Multiple algorithmic perspectives run over that relatively feature-rich dataset (30 features). 
Having an equal proportion of legitimate and phishing URLs in both sets allows efficient 
training of ensemble models.With an extensive inference space diversity of the phishing 
techniques represented in the dataset ensemble methods performed more robust. 
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The Main Contributions of This Work Are  

Use of the DaE2 framework for phishing URL detection on a large scale, real world datasetin-
depth scrutiny of the significance of individual features in predicting phishing attempts, 
comprising 30 URL characteristics, revealing Ensemble methods selection comparison based 
on accuracy, speed, and resourcesAn efficient and real-time implementable approach for 
Phishing Detection. The best performance for individual classifiers obtained in our experiments 
was done by AdaBoost(98.2%), while the accuracy of the DaE method used is more than the 
other single classifiers(Selvaganapathy et al., 2018; Mohammad et al., 2025d). Furthermore, the 
Stacking ensemble achieved the fastest run-time with high accuracy, indicative of real-world 
applicability.The rest of this paper is structured as follows: in Section 2, we review related work 
on phishing URL detection, ensemble learning approaches. In Section 3, we explain our 
methodology, including dataset properties, feature engineering, and ensemble model 
architecture. The experimental results and comparative analysis are provided in Section 4. 
Section 5 concludes and discusses future work. 

Related Work 

Detecting and preventing phishing URLs is a notable problem in cybersecurity research. This 
includes an overview of state-of-the-art approaches on feature-based detection, machine 
learning applications and ensemble methods to identify phishing URLs. 

The Growing Evolution of Phishing Detection Approaches 

Because phishing detection was in its infancy, early detection techniques were largely focused 
on blacklisting services. These services have large databases of known phishing URLs, making 
them a first line of defense against malicious sites. Blacklisting methods, however, fall short 
against the dynamic nature of phishing attacks. A study (Singh & Ranga, 2021;(Taylor & 
Brown, 2023; Peng et al., 2019; Mohammad et al., 2025e) having observed that more than 75% 
of phishing websites stay alive for less than 24 hours, making traditional blacklisting methods 
less effective.Blacklisting is also limited, which gave rise to heuristic-based approaches. The 
analysis-based methods also focus on various URL features to classify malicious URLs from 
benign as threat.  introduced an extensive collection of heuristic rules related to the URL 
structure(Abu Al-Haija & Al-Fayoumi, 2023; Galdolage et al., 2024), domain attributes, and 
HTML content. Unlike blacklist approaches, these are much more flexible, but heuristics may 
have problems with false positives and must be continually updated to be effective. 

URL Features Engineering 

The previous works mainly concentrated on extracting meaningful features of URLs on a large 
scale for classification purpose. Our dataset with its 30 handbuilt features are based on a few 
seminal works in this space: 

Lexical Features:The effectiveness of URL string-based features was shown (Sánchez-
Paniagua et al., 2022), where the URL length, frequency of special characters, and character 
distribution patterns were considered. 

Domain-specificfeatures including domain age, registration details, and DNS were used to 
demonstrate the significance of host-based features(Owida et al., 2024; Al-Oraini et al., 2024). 

Content-based Features: Investigated the importance of webpage content features such as 
HTML traits and JavaScript identifications(Sagi & Rokach, 2018). 
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Application of Machine Learning in Phishing Detection 

Machine learning has shown promising results on phishing detection in many studies. Single 
classifier methods has achieved different levels of success: 

Support Vector Machines (SVM), reported accuracy of 91% from an SVM using optimized 
kernel functions(Petrosyan, 2024). Decision Trees, achieved 89% accuracy using decision tree 
classifiers, able to present results in their human-interpretable formats(Sawaneh, 2020; Chen et 
al., 2024). Neural networks,reported 93% accuracy with deep learning techniques(Owida et al., 
2024), but at a significantly higher computational cost(Singh & Patel, 2023;Owida et al., 2024). 

Applications of Ensemble Learning 

In recent years, the rise of ensemble learning techniques has introduced active solutions to 
phishing detection. There have been a few interesting studies exploring various ensemble 
mechanisms: 

Random forest,the Random foresthad 94% accuracy using random forest classifiers on a subset 
of 50,000 URLs(Alhusenat et al., 2023; Ayyalsalman et al., 2024). 

Gradient Boosting,reported gradient boosting machines reaching 95% accuracy, and gradients 
were particularly effective with imbalanced datasets(Al-Momani et al., 2024). 

Hybrid Approaches(Atoum & Otoom, 2024; Alazaidah et al., 2024)employing multiple 
classifiers utilizing vote mechanisms, achieving an accuracy of 96% albeit with higher 
computation. 

Recent Progress in Ensemble Methods 

More specifically, recent advancements in ensemble learning have been deemed highly effective 
for dealing with the complexities associated with phishing detection: 

Adaptive boosting, AdaBoost Handles Evolving Phishing Patterns (Alomoush et al., 2024), they 
showed that AdaBoost outperformed, achieving 97%. 

Stacking Techniques, used multiple stacking architectures, achieving better generalization than 
single meta-classifiers(Alshinwan et al., 2024; Ekanayake et al., 2024). 

Dynamic Weighting,introduced dynamic weight adjustment mechanisms for ensemble 
members, enhancing adaptability to new attack patterns(Al Tawil et al., 2024; Alkhdour et al., 
2024; Siyal et al., 2024). 

Research Gaps and Opportunities 

Although there have been progress in these directions, there are still a number of challenges in 
phishing URL detection: 

Real-Time, existing work covers only offline analysis, and do not explore on real-time detection 
requirements.Feature Selection, there is still an open question about the optimal combination of 
features for the various ensemble methods.Model Adaptability, there are only a few works on 
adaptive ensemble approaches concerning deceptive attacks.Computational Efficiency, the 
trade-off between detection performance and computational cost is not well explored. 

Through this extensive review of related work above, we see that ensemble methods have the 
potential to improve the phishing detection performance drastically. Although based on similar 
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principles, our study extends upon these works addressing significant limitations through DaE2 
in particular regarding the efficient selection of many ensemble methods through the DaE2 
pipeline enabling strong phishing detection. 

Methodology 

Note that the methodology section is based upon the state-of-the-art detecting phishing URL 
using DaE2 (Diverse and Efficient Ensemble) method from scratch to end. In section 2, we 
describe our dataset and preprocessing steps, followed by a detailed explanation of our 
ensemble architecture and implementation details. As a shown in Figre 1. 

 

Figure 1: Overall Workflow of the Dae2 Phishing Detection System Showing Feature Extraction, 
Preprocessing, And Ensemble Integration Stages. 

Dataset Description and Feature Analysis 

Our research uses the Web Page Phishing Detection Dataset, which includes 11,055 URLs 
appropriately picked to capture legitimate websites and phishing alternatives. With 30 different 
features, it is a good contribution as it is beneficial is 30 features of a URL itself. 
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Structure and Characteristics of the Dataset 

This dataset consists of three main sorts of features which are helpful in finding phishing. The 
first type involves features based on URL structure and analyzes the compound parts of a URL. 
Some of these features used include the total URL length, which is often a good indicator of 
malicious activity, since phishing URLs are typically longer than legitimate credentials. We also 
look at the frequency and placement of special characters, since malicious URLs often use non-
standard combinations of characters in an effort to resemble a legitimate domain. So based on 
the number of dots and slashes in the URL we can get an idea on how complicated the URL is, 
and by looking out for specific keywords or patterns we can know which phishing technique is 
commonly used.The second kind are domain-based features that examine the attributes of the 
website hosting infrastructure. These characteristics are the domain age, where the newly 
registered domain is more likely to be attributed to the phishing activities. We examine the 
registration information, such as the registrar information and the registration period because 
real websites tend to keep longer registration. This analysis adds important details regarding the 
hosting infrastructure through the DNS Records and then verify the credentials of the website 
through the status of the SSL certificate. 

The third type is content-based features, which analyze the actual elements and how the webpage 
behaves. * HTML are features based on HTML distribution, and HTML tag usage. Therefore, 
we also assess the presence and complexity of JavaScript code, since malicious websites 
generally use obfuscated scripts. Forms are of special interest because all phishing sites have 
forms and successful phishing requires capture of information. Do we have links to external 
resources and the methods used to request data, which could signal potential malicious 
behavior. 

Data Preprocessing and Feature Engineering 

The preprocessing pipeline exercises a systematic process to adjust the data for ensemble 
learning. Step one is to do a major cleaning of the data and to fill in missing values using 
statistical imputation modes that are based on the particular type of features. Mean imputation 
is utilized for numerical features based on the feature distribution while in categorical features 
we utilize mode imputation to retain data consistency. We drop duplicates from our dataframe 
so that our model is not biased during the training phase and paths are formatted HTTPS format 
for consistent feature extraction. 

Feature scaling is a key element of our preprocessing pipeline. Standardize signals — we use 
Standard Scaler on numerical features so that features affect equally in making decisions of the 
model This scaling process standardizes our features to be zero mean and unit variance, allowing 
the features to be compared against one another from different dimensions. We normalize 
length-based features to constrain their value to be between 0 and 1 while retaining their relative 
proportions in a format that is usable by our ensemble models.Converting categorical variables 
into machine learning friendly form is accomplished via one-hot encoding.  This approach 
generates binary columns for every category, therefore avoiding our models from needing 
categorical information and providing ordinal associations where they are absent. 
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DaE2 Architecture and Ensemble Components 

The DaE2 architecture is a complex ensemble learning system specifically engineered for the 
detection of phishing URLs. Our architecture incorporates four distinct ensemble approaches, 
each selected for its specific advantages in addressing various facets of URL classification. 

AdaBoost Component 

Our main sequential ensemble technique is AdaBoost, sometimes known as Adaptive Boosting.  
Bootstrapping sampling generates several training sets that enable the capture of several 
phishing URL patterns.  We randomly choose 80% of attributes for every base estimator to 
improve model resilience and enable better adaption to several phishing approaches.  The 
method uses parallel computation to preserve efficiency despite the complicated ensemble 
structure, therefore enabling fast processing of incoming URLs and good accuracy. 

Stacking Component 

Comprising several layers meant to optimize classification accuracy, the Stacking component 
uses a hierarchical ensemble technique.  At the fundamental level, we use a Random Forest 
classifier that performs remarkably well in capturing intricate nonlinear patterns in URL 
structure.  This combines with a Support Vector Machine to create strong classification 
boundaries while a Logistic Regression model efficiently manages linear relationships in the 
feature space.  A logistic regression meta-learner handling cross-validated predictions from these 
basis models forms the layer.  Using feature passes through lets the meta-learner take into 
account original features as well as the basic predictions, hence improving the learning process. 

Voting Component 

By means of soft voting systems, the voting component employs a sophisticated democratic 
decision-making process.  The system makes more complex decisions in borderline situations 
by using probability estimates rather than depending on exact forecasts.  This system allows one 
to dynamically change the weights depending on model confidence levels.  We apply a dynamic 
weighing system whereby rolling performance measurements continuously update the weights.  
Highly flexible in shifting phishing trends, the system uses current accuracy on validation 
samples to affect weight modification. 

Ensemble Integration 

These elements are integrated under a sophisticated workflow based on three basic ideas.  
Initially, we use parallel computing in which every ensemble component independently handles 
the input information.  This method preserves independent model states for maximum resilience 
while effectively computing via multi-threading.  Second, we use a weighted combination 
system dynamically assigning weights depending on each model performance.  For final 
predictions, this method applies confidence-based weighting; for classification, it employs 
adaptive threshold selection. 

 The third principle is ongoing performance monitoring via numerous channels.  The system 
examines component performance constantly and automatically changes weights depending on 
validation criteria.  By means of thorough mistake analysis for every ensemble member, we 
guarantee best performance even when phishing methods change.  While preserving the required 
independence for strong ensemble performance, this integration architecture guarantees 
effective communication between components. 
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 The whole system works as a coherent entity, with every element adding special qualities to the 
last decision-making process.  While the dynamic weight adjustment techniques preserve great 
accuracy across several kinds of phishing events, the parallel processing architecture guarantees 
fast response times.  The system stays efficient even when fresh phishing methods develop by 
use of ongoing observation and adaption. 

Experimental Results and Analysis 

Experimental Setup 

Our experiments were conducted using Python 3.8 with scikit-learn 1.0 for implementing the 
ensemble models. The hardware environment consisted of an Intel Xeon E5-2680 processor with 
64GB RAM. The Web Page Phishing Detection Dataset was split into 70% training, 15% 
validation, and 15% testing sets, maintaining the class distribution across all splits(Owida et al., 
2024; Abu Owida et al., 2024). 

 

Category Features Description 

URL 
Structure 

URL length, Special characters, 
Dots/slashes count 

Analysis of URL composition 
and patterns 

Domain-
based 

Domain age, Registration info, SSL 
certificate 

Examination of hosting 
infrastructure 

Content-
based 

HTML distribution, JavaScript presence, 
Form elements 

Analysis of webpage behavior 
and content 

Table 1: Dataset Feature Categories 

Table 1 presents the three main categories of features used in our analysis. The URL structure 
features focus on the composition and patterns within the URL itself, while domain-based 
features examine the hosting infrastructure. Content-based features analyze the behavior and 
elements of the webpage.  The overall architecture of our DaE2 framework, showing the flow 
of data through the various ensemble components and their integration. The architecture 
demonstrates how the different ensemble methods work together to produce the final prediction. 

Individual Ensemble Performance 

AdaBoost Results 

The AdaBoost component demonstrated exceptional performance in phishing URL detection. 
Through its adaptive learning mechanism, which focuses on misclassified samples during 
training, the model achieved an accuracy of 98.2% with a precision of 97.8% and recall of 
98.5%. This resulted in an F1-Score of 98.1%, while maintaining an average processing time of 
0.42 seconds per URL. The high accuracy can be attributed to AdaBoost's particular 
effectiveness in identifying sophisticated phishing patterns that employ advanced masquerading 
techniques. 
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Figure 2: Performance Comparison of Different Ensemble Methods 

Over most measures, the AdaBoost component routinely beat other individual ensemble 
techniques, as Figure 2 shows.  The relative strengths of every ensemble technique are shown 
visually; AdaBoost shows especially strength in recall and general accuracy. 

 

Model Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

Processing Time 

(s) 

AdaBoost 98.2 97.8 98.5 98.1 0.42 

Bagging 96.7 96.3 97.1 96.7 0.38 

Stacking 97.5 97.2 97.8 97.5 0.35 

Voting 97.1 96.8 97.4 97.1 0.40 

DaE2 98.7 98.4 98.9 98.6 0.45 

Table 2: Model Performance Metrics 
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Table 2 offers a thorough analysis of performance criteria over all ensemble techniques.  
Although every technique has advantages, AdaBoost shows among individual ensemble 
components the best balance of accuracy and processing time. 

Bagging Results 

Our parallelized bagging system shown strong performance all around.  Having an F1-Score of 
96.7%, the model attained 96.7% accuracy, 96.3% precision, and 97.1% recall.  Maintaining 
classification performance, we improved the processing time to 0.38 seconds per URL by means 
of our parallel processing approach, therefore attaining a 30% decrease over sequential 
processing.  This increase in processing performance qualifies the bagging component especially 
for real-time uses. 

Stacking Results 

With accuracy of 97.5% and precision and recall values of 97.2% and 97.8% respectively, the 
stacking ensemble displayed outstanding performance measures.  This produced an F1-score of 
97.5% while keeping a 0.35 seconds per URL effective processing speed.  Particularly in 
managing intricate URL patterns that could confound simpler algorithms, the meta-learner 
effectively merged the strengths of distinct base models.  Reducing false positives while 
preserving high recall rates depends primarily on the capacity of the stacking architecture to 
learn from the predictions of base models. 

Voting Results 

With an F1-score of 97.1%, the voting ensemble consistently performed across all measures, 
obtaining 97.1% accuracy, 96.8% precision, and 97.4% recall.  An average processing time per 
URL was 0.40 seconds.  Dynamic weight modification helped us to find a 1.3% accuracy 
increase over more conventional voting methods.  This development highlights the need of 
adaptive weighting in ensemble methods especially in relation to changing phishing strategies. 

DaE2 Integrated Performance 

With an accuracy of 98.7%, precision of 98.4%, and recall of 98.9%, the whole DaE2 framework 
obtained better results than separate ensemble approaches.  Keeping the processing time to 0.45 
seconds per URL, the system maintained an F1-score of 98.6% and a ROC-AUC score of 0.993.  
This performance shows a notable progress over conventional techniques and individual 
ensemble methods. 

 

Rank Feature Importance 

Score 

Impact on Detection 

1 SSL Certificate Status 0.89 Critical for legitimacy verification 

2 URL Length 0.85 Indicator of suspicious URLs 

3 Domain Age 0.82 Reveals potential new phishing 
domains 

4 Special Character 
Frequency 

0.78 Identifies URL manipulation 
attempts 

5 External Link Count 0.75 Shows potential redirect chains 

Table 3: Feature Importance Rankings 
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Table 3 shows the feature priority rankings, therefore illustrating the relative influence of 
several URL properties on detection accuracy.  Emphasizing the need of both structural and 
contextual elements in phishing identification, the SSL Certificate Status turned up as the most 
important characteristic followed by URL Length and Domain Age. 

 

Figure 3: Feature Importance Distribution 

Figure 3 graphically displays the distribution of feature importance scores, therefore 
demonstrating the relative value of every feature in the detection process.  This graphic clarifies 
which aspects most influence the decision-making process of the model. 

With 99.1% accuracy in this category, the framework shown especially strength in identifying 
recently produced phishing URLs.  Maintaining low false positive rates of just 1.6%, it also 
demonstrated remarkable effectiveness in managing advanced masquerade strategies with 
98.5% accuracy.  These findings show that the most difficult facets of phishing detection are 
especially well addressed by the DaE2 architecture. 

 

Method Accuracy 

(%) 

Processing Time 

(s) 

Scalability Adaptability 

Traditional Blacklist 85.3 0.15 High Low 

Single ML 
Classifier 

91.2 0.30 Medium Medium 

Deep Learning 93.5 0.68 Low High 

Previous Ensemble 96.9 0.52 Medium Medium 

DaE2 (Ours) 98.7 0.45 High High 

Table 4: Comparative Analysis with Existing Solutions 

Table 4 provides a comprehensive comparison with existing solutions, demonstrating DaE2's 
superiority across multiple dimensions. The framework achieved a 2.5% improvement over the 
best single classifier approach and a 1.8% improvement over traditional ensemble methods. 
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Moreover, it demonstrated a 35% reduction in processing time compared to deep learning 
approaches while maintaining accuracy above 98% across different phishing techniques. 

Feature Importance Analysis 

Our analysis revealed several critical features for phishing detection, with SSL Certificate Status 
emerging as the most significant with an importance score of 0.89. URL Length followed closely 
with a score of 0.85, while Domain Age scored 0.82. Special Character Frequency and External 
Link Count also proved important, scoring 0.78 and 0.75 respectively. These findings align with 
cybersecurity experts' understanding of phishing techniques while providing quantitative 
evidence for their relative importance. 

Comparative Analysis 

DaE2 shows notable advances in many different spheres when compared to current solutions 
found in the literature.  While the 35% decrease in processing time relative to deep learning 
approaches shows the efficiency of our ensemble approach, the 2.5% improvement over the best 
single classifier approach marks a significant advance in accuracy.  The framework is fit for real-
world implementation since its capacity to keep accuracy above 98% across several phishing 
methods points to strong generalizing capacity. 

Conclusion and Future Work 

This work proposed DaE2, a fresh ensemble-based method for phishing URL identification with 
real-time processing capability obtaining 98.7% accuracy.  Illustrated in Figure 1, the design 
skillfully combines several ensemble techniques to produce a strong detection system.  While 
thorough feature analysis underlined the important part of SSL Certificate Status and URL 
structure in spotting malicious websites, our adaptive weighting procedures enhanced model 
robustness to changing phishing methods.  The framework's fit for manufacturing contexts is 
shown by its capacity to process URLs in under 0.45 seconds while preserving great accuracy. 
Three main elements help DaE2 to be successful.  First, the combination of several ensemble 
techniques lets the system use several approaches and minimize individual shortcomings.  
Second, whilst parallel processing cut computation time by 30%, dynamic weight adjustment 
resulted in a 1.3% accuracy boost.  Third, by use of rigorous feature selection and preprocessing, 
the strong feature engineering pipeline—quantified in Table 3—allows great accuracy rates.  
DaE2 suffers various limitations even with encouraging outcomes.  Given the fast development 
of phishing techniques, the system's dependence on high-quality training data presents 
difficulties.   Although performance gains justify it, the computational burden could be 
problematic in contexts limited in resources.  Furthermore, the necessity of regular model 
retraining and large computer resources for parallel processing could restrict deployment 
possibilities in some situations.  Deep learning components will be incorporated, advanced 
feature extraction techniques will be developed, and real-time model updating systems will be 
used in next studies.  The structure could be expanded to identify more web-based threats and 
tailored for contexts limited in resources.  With DaE2's shown 98.7% accuracy rate and 
competitive processing time, ensemble-based techniques show potential in handling changing 
cybersecurity issues. 
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