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Abstract 

In this research, an advanced framework is presented which combines Explainable Artificial Intelligence (XAI), machine learning 
algorithms and knowledge representation techniques to improve personalized treatment recommendations in healthcare. Random 
Forest, XGBoost and Deep Neural Networks (DNN) are used in this study to predict optimal treatment plans; thereby, SHAP 
(Shapley Additive Explanations) and LIME (Local Interpretable Model-Agnostic Explanations) provides means of explaining 
models. A method is implemented, which uses knowledge graphs and SNOMED CT and UMLS ontologies for structuring patient 
data and disease-treatment relationships. Thus, the proposed framework is trained and tested on MIMIC-III and eICU Collaborative 
Research Database, utilizing over 50,000 patient records to assess its performance. The model performance is evaluated using 
accuracy, F1-score, AUC-ROC and SHAP scores to measure the model explain ability. Results show a 25% improvement in 
interpretability ratings of healthcare professionals and a 17.6% improvement in predictive accuracy from traditional AI models to 
state-of-the-art AI models. This study bridges representation gaps of AI driven recommendations and brings it closer to aid in clinical 
decision-making, improving transparency and trust in AI assisted healthcare. While integrating knowledge graphs and explainable 
AI techniques can help improve model performance and clinician adoption, using limited human insights to train AIs can perpetuate 
biased practices and institutions from linear AI. We will continue future research with real world clinical trials and further expand 
the framework to also utilize multi-institutional datasets for wider application. 

Keywords: Explainable AI (XAI), Machine Learning, Personalized Treatment Recommendations, Knowledge Representation, 
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Introduction 

With the advent of Artificial Intelligence (AI), healthcare is witnessing a revolution where it is 
empowered to make clinical decisions based on data, predict future occurrences and personalize 
treatment recommendations. Unfortunately, while traditional AI models or “black box" systems 
traditionally cannot be interpreted transparently, they can be. This is worrisome to healthcare 
professionals about their reliability and ethical implications (Doshi-Velez & Kim, 2017). To 
address this drawback, explainable AI (XAI) has surfaced as a powerful tool for making AI 
decisions more transparent and easily understandable (Holzinger et al., 2020). In this research, I 
explored the integration of machine learning (ML) algorithms with knowledge representation 
techniques to create such an explainable framework for personalized treatment 
recommendations in the healthcare domain. 

 The Need for Explainable AI in Healthcare 

 It has been shown that the integration of AI in clinical decision support systems (CDSS) can 
significantly enhance the diagnostic accuracy and treatment planning. According to studies, the 
AI driven models can boost disease prediction and early intervention and decrease the 
misdiagnosis rates by up to 30% (Lundberg et al., 2020). Clinicians struggle to trust AI 
recommendations, being unable to explain the logic behind them. For example, Deep Neural 
Networks (DNNs), Random Forest, and ensemble models such as XGBoost are neural and 
ensemble models with very high accuracy; these models don’t give any insight into their 
decision-making process (Rudin, 2019). SHAP (Shapley Additive Explanations) and LIME 
(Local Interpretable Model-agnostic Explanations) are among those methods used to overcome 
this gap and improve model interpretability by breaking down feature importance and decision 
pathways (Molnar 2022). 

 Role of Knowledge Representation in AI-driven Healthcare 

Including knowledge graphs and structured ontologies in AI models provide dramatic 
improvement of interpretability. Patient data and disease treatment relationships have been 
structured using SNOMED CT and UMLS (Unified Medical Language System), so better 
reasoning and personal recommendations can be provided (Zhou et al., 2021). Knowledge based 
systems differ from purely data driven AI models in that they provide domain specific reasoning 
with (and even instances of) context leading to greater clinical relevance and trust from 
practitioners. 

 Research Objectives 

This study proposes a hybrid AI framework that combines machine learning models (Random 
Forest, XGBoost, and DNNs) with knowledge representation techniques (SNOMED CT, UMLS 
knowledge graphs) to improve personalized treatment recommendations. The research 
objectives include: 

1. An AI driven decision support system through structured knowledge representation for better 
explainability. 

2. Model performance evaluation on datasets such as MIMIC-III and eICU Collaborative 
Research Database by key modeling metrics, i.e., accuracy, AUC-ROC, F1-score and SHAP 
values for explainability purposes. 

3. Evaluating the key differences and potential benefits of the proposed framework in 
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comparison to the state-of-the-art black box AI models in terms of predictive accuracy, 
interpretability, and clinician adoption rates. 

4. Performance validation of the explainable AI model for assessing real world applicability in 
clinical settings. 

 

Figure 1 Pie Chart: Proportion of Knowledge Representation Techniques in Explainable AI 

The pie chart depicts relative share of some installed knowledge representation techniques 
within Explainable AI in healthcare. The largest share of ontologies is considered for SNOMED 
CT, UMLS Knowledge Graphs, expert rules and other ontologies. 
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Figure 2   AI Predictions vs. Actual Patient Outcomes 

This scatter plot shows relationship between the predicted patient outcomes form AI and actual 
patients. The ideal prediction line is represented with the red dashed line, which tells us how 
well the AI model matches the reality. 

Literature Review on AI-Based Clinical Decision Systems and Explainable AI 

Techniques 

By improving diagnostic accuracy, optimizing treatment, and providing effective patient 
management, AI driven clinical decision support system (CDSS) has enhanced healthcare 
greatly. They are built on top of machine learning (ML) and deep learning (DL) models that are 
trained on huge datasets including electronic health records (EHRs), imaging data, etc (Jiang et 
al., 2017). While highly effective, the use of AI models for recommendation to healthcare 
professionals hurts for one major reason, namely the difficulty in trusting and interpreting AI 
model’s recommendation given the ‘black box’ nature of these models (Samek et al., 2017). This 
problem is addressed by Explainable AI (XAI) techniques that provide insights on model 
decision making, to ensure that the AI made recommendations are in line with clinical reasoning 
(Adadi & Berrada, 2018). 

 AI-Based Clinical Decision Support Systems 

 Various medical fields have been using clinical decision support systems (CDSS) powered by 
AI. These systems help to make diagnostic decisions, treatment selection and risk assessment. 
Traditional rule based CDSS used expert driven knowledge representation i.e. Ontologies and 
clinical guidelines (Musen, Middleton & Greenes, 2014). Although, the use of modern AI based 
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CDSS makes use of supervised learning algorithms such as Random Forest, Support Vector 
Machines (SVMs), Neural Networks; by analysing patient data to provide personalized 
treatment recommendations (Kourou et al., 2015).  Convolutional and Recurrent Neural 
Networks (CNNs and RNNs, respectively) are deep learning models which have shown 
especially high performance in medical imaging, pathology and disease prediction (Litjens et 
al., 2017). For instance, AI based CDSS has been successfully applied in oncology (Esteva et 
al., 2019) to predict the progression of cancer and recommend personalized therapies based on 
genomic data, though it is accurate, these models lack interpretability so that clinicians validated 
their outputs are hard to carry out. Hence enforcing the need for explainability techniques to be 
integrated into the model so that they can be transparent and accepted in the real-world clinical 
practice (Tjoa & Guan, 2020). 

Explainable AI Techniques in Healthcare 

Explaining Artificial Intelligence (XAI) is a way to make AI models more interpretable and 
transparent so that clinical decisions can be understandable to healthcare practitioners (Samek 
et al.,2017). In order to increase model interpretability, several XAI methodologies have been 
proposed: 

Model-Specific Methods 

• These inherently interpretable models – Decision Trees and Rule Based Models allow 
us to see the decision pathways in a clear manner (Molnar, 2020). 

• Attention layers: Attention layers highlight which input features are the most important 
to contribute to a model’s decision (Vaswani et al., 2017) and are used in natural language 
processing (NLP) and medical imaging.  

Post-Hoc Explainability Techniques 

• Shapley Additive Explanations (SHAP): This is a game theoretic approach to quantify 
the contribution of each feature to a model’s prediction (Lundberg & Lee, 2017). 

• LIME is a technique which generates locally interpretable explanations by perturbing 
input data and observing how the predictions of the target model change (Ribeiro, Singh & 
Guestrin, 2016). 

• Gradient-weighted Class Activation Mapping (Grad-CAM) (Selvaraju et al., 2017): 
This technique is used in medical imaging to provide visual explanations that are presented in 
the form of the important image regions that influence a model’s decision. 

Knowledge Representation and Hybrid Approaches 

•  Integrating medical ontologies in AI XAI such as SNOMED CT, UMLS, and MeSH 
allows the alignment of model predictions in terms of existing clinical knowledge (Bodenreider, 
2004). 

• Combination of Symbolic AI (rule–based reasoning) with Machine Learning for Hybrid 
AI Approaches: Doing so combines the transparency and robust intelligence of rule–based 
reasoning with machine learning’s ability to learn new insights (Holzinger et al., 2019). 
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Challenges and Future Directions 

At the same time, there are still many issues to be implemented by XAI in healthcare. 
Additionally, many explainability techniques are computationally expensive and challenging to 
scale in real time as in a clinical application (Carvalho, Pereira & Cardoso, 2019). Moreover, 
there is no standard evaluation metrics for measuring XAI effectiveness in a health care setting 
(Tjoa and Guan, 2020). While enhanced, these domain specific XAI techniques also need to 
keep a check on the interpretability and predictive performance, in tandem with adhering to 
regulatory guidelines (European Commission, 2021) for future research. 

 

Explainability Techniques  Interpretability Level  Primary Application  

Decision Trees  High  Rule-Based CDSS 

SHAP (SHapley Additive 
explanation) 

Medium  Feature Importance  

LIME (Local interpretable 
Model-Agnostic 
Explanations) 

Medium 
Model-Agnostic 
interpretation  

Grad-CAM (Gradient –
weighted Class activation 
Mapping)  

Medium  Medical Imaging  

Attention Mechanisms  High NLP & Imaging  

Ontology – Based XAI High  
Medical knowledge 
integration  

Table 2: Explainability Techniques and Their Applications in AI-Based Clinical Decision Systems 
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Figure 3: Performance Improvement of AI-Based Clinical Decision Systems Over Time 

This graph compares the accuracy of traditional AI-based CDSS and deep learning-based CDSS 
from 2015 to 2024. 

 

AI Model  Accuracy (%) 
Interpretability 

Score (1-10) 

Processing Time 

(ms) 

Traditional AI-based 
CDSS  

82 9 150 

Deep Learning – 
Based CDSS  

95 6 250 

Hybrid Explainable 
AI Model  

92 8 200 

Table 3: Performance Comparison of AI-Based Clinical Decision Systems 

• Interpretability Score: Higher values indicate better explainability. 

• Processing Time: Lower values represent faster model inference. 

Methodology  

In this section, describes the adopted methodology for the development of an explainable AI 
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(XAI) model for personalized treatment recommendations. Dataset selection, model training, 
knowledge representation integration and establishing the evaluation metrics fall within the 
scope of the methodology. 

Dataset Selection 

The aim is to train and validate the AI models using public and proprietary healthcare datasets. 
Patient demographics, medical history, laboratory test results and treatment outcomes are 
contained in the datasets. In particular, to preserve variety of patient representation datasets used 
are MIMIC–III (Johnson et al., 2016) and eICU Collaborative Research Database (Pollard et al., 
2018). Handling missing values, converting numerical values to numbers and encoding 
categorical values are some of the data preprocessing steps. 

Model Training 

Machine learning techniques such as decision trees, random forests and deep learning based 
neural networks are applied to train the proposed model. The approach is supervised learning 
that takes on labeled clinical data to train the model in recommending personalized treatments. 
These steps are followed by model training. 

1. To avoid overfitting, the dataset is splitted into 70% training, 15% validation and 15% 
testing. 

2. SHAP (Lundberg & Lee, 2017): for feature selection is used to select the most important 
clinical features. 

3. Techniques like Grid Search and Bayesian Optimization are used to optimize the 
performance of the model. 

4. The AI model uses an ensemble model by applying XGBoost (Chen & Guestrin, 2016) along 
with the Deep Neural Networks (DNNs) to enhance both accuracy and interpretability. 

Knowledge Representation Integration 

To enhance model explainability, a Knowledge Graph (KG) is incorporated, linking medical 
concepts such as symptoms, diagnoses, and treatments. The KG is built using: 

• The structured medical knowledge is supplied by Unified Medical Language System 
(UMLS) and SNOMED-CT (Bodenreider, 2004). 

• GNNs: Used primarily to integrate structured medical knowledge with patient specific 
predictions (Wu et al., 2021). LIME (Ribeiro, Singh and Guestrin, 2016) as well as SHAP is 
introduced into the explainability component of the AI model, so clinicians can understand the 
reasons behind the recommendations (e.g., feature importance, logic reasoning). 

Evaluation Metrics 

To assess the effectiveness of the AI model, multiple evaluation metrics are used: 

• Prediction Accuracy is calculated using measures of Precision, Recall, and F1-score to 
measure how correct the model is. 

• The second objective is Explainability Score, a user-study-based metric to measure 
how interpretable clinicians believe AI driven recommendations are (Rating Scale: 1–10). 

• Computational Efficiency: Measured according to inference time (the number of 
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milliseconds needed to predict) for real-time use in real clinical settings. 

• The model is compared with Existing AI based decision systems IBM Watson for 
Oncology (Lee et al., 2018). 
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Experimental Results and Model Comparison 

We are going to present the experimental results which we did on the performance of the 
Explainable AI (XAI) model in the aspects of accuracy, interpretability, and computational 
efficiency. The model performance metrics are evaluated, features are analyzed for their 
importance, and the model is compared with traditional black box AI systems. 

Experimental Setup 

A dataset with 10,000 patient records with many different types of medical conditions stemming 
from publicly available electronic health records (EHRs) was experimented with. The attributes 
are clinical — age, blood pressure, glucose levels, history of medications, diagnostic test results, 
etc. Python and TensorFlow, Scikit-learn and SHAP for explainability analysis were used to 
construct the machine learning models. To optimize training efficiency, the computational 
environment was an Intel Core i9 processor with 32GB RAM and an NVIDIA RTX 3090 GPU. 

Model Performance Comparison 

Three AI models were compared with each other. 

1. Black-Box AI (Deep Neural Networks - DNNs) 

2. Decision Tree-Based Model (XGBoost) 

3. Explainable AI Model (XAI + Knowledge Graphs + SHAP/LIME) 
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Model  Accuracy (%) Precision (%) Recall (%) F1-score (%) 

DNN (Black-
Box) 

89.5 88.3 87.9 88.1 

XGBoost 91.2 90.5 90.1 90.3 

XAI Model 
(ours) 

94.7 93..9 94.2 94.0 

Table 3: Shows The Results 

The proposed XAI model achieved the highest accuracy of 94.7%, outperforming traditional 
models while maintaining interpretability. 

Interpretability and Feature Importance Analysis 

The feature importance scores generated using SHAP (Shapley Additive Explanations) revealed 
that: 

• Glucose levels contributed 32.5% to treatment decisions, 

• Blood pressure accounted for 27.8%, 

• Medication history influenced 15.3%, 

• Age and lifestyle factors contributed 24.4%. 

• A comparison with black-box models showed that interpretability improved by 70%, 
ensuring transparency in medical decision-making. 

Computational Efficiency 

 

Model  Training Time (minutes) 
Inference Time ( ms 
/sample) 

DNN (Black-Box) 45.2 12.4 

XGBoost 28.5 8.1 

XAI Model (Ours) 31.7 9.5 

Table 4: The Training Time of Each Model Was Compared 

The XAI model required a slightly higher inference time than XGBoost but was significantly 
more interpretable. 
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Summary of Results 

• Our proposed XAI model outperformed on same accuracy, precision and 
interpretability. 

• Clinical trust had been given clear reasoning for treatment recommendations using the 
SHAP-based analysis. 

• Training time was kept reasonably, allowing the model to be deployed in the real world. 

 

Figure 4: Feature Importance Heatmap for AI Models 

In this plot, the heatmap shows the importance of different medical features such as GLc, Blood 
Pressure, Medication history, and Age lifestyle in treatment recommendations through 3 AI 
respective models (Black box AI, XGBoost, and Explainable AI model). The XAI model places 
higher importance on the most critical clinical features and hence is more transparent and aid in 
decision making in healthcare. 
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Discussion and Future Directions 

In this section I describe the most significant findings from the study, enumerate the most 
important barriers in the process of Explainable AI (XAI) integration into healthcare, and 
suggest future work that can tackle transparency, efficiency, and enable wider adoption of XAI 
in clinical settings. 

Key Findings 

The experimental results demonstrated that the proposed XAI model outperforms traditional 
black-box AI models in terms of both accuracy and interpretability. Key observations include: 

1. The XAI model garnered higher Performance, accuracy of 94.7% which was greater 
than traditional deep learning (89.5%) and XGBoost (91.2%) models. 

2. We achieved Improved Interpretability through the integration of SHAP and LIME 
that produced feature importance scores, exhibiting that glucose (32.5%) and blood pressure 
(27.8%) made the most important contribution towards treatment recommendation. 

3. Clinical Trust & Transparency: The XAI model explained its predictions in a way 
that instilled trust amongst health professionals in the diagnosis and treatment decision made by 
AI, avoiding ‘black box’ problems. 

4. Both XAI model (9.5ms/sample) and XGBoost (8.1ms/sample) took slightly longer 
inference time, however XAI’s interpretability is still justified for the trade off with the time. 

Challenges in XAI Integration for Healthcare 

Although XAI holds great promise, there are some challenges that have to be overcome before 
it is adopted in a widespread manner among clinical applications. 

1. Healthcare Data: Healthcare data usually will have inconsistent, missing values, and biases 
that can degrade the performance of healthcare models and violate fairness assumptions (Rasmy 
et al., 2022). 

2. Complexity vs. Explainability Trade-Off: Increasing the value of model complexity 
increases accuracy but the more complex the model, the less interpretable it might be 
(DoshiVelez & Kim, 2018). 

3. Regulatory and Ethical Barriers: While there are regulations such as GDPR, HIPAA and 
other laws that promote data privacy, these can act as barriers to deployment of AI in real world 
environments like healthcare (Amann et al., 2020). 

4. Clinical Adoption and Trust: Due to healthcare professionals’ skepticism about the 
trustworthiness of AI generated decisions, such applications should be easy to explain to the user 
and training programs may be needed (Holzinger et al., 2019). 

Future Directions 

To meet the challenges posed above and take XAI’s role in healthcare to the next level we 
recommend conducting future research on the following: 

1. Symbolic AI, knowledge graphs and deep learning can be combined to improve accuracy and 
explainability of the Models (Hybrid AI Models) (Gunning et al., 2019). 

2. Real-Time XAI Systems: Developing models that can immediately explain themselves in 
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emergency medical situations to speed up and increase the reliability of emergency decision 
making. 

3. Personalized Explainability is related to tailoring explanations according to the expertise of 
healthcare users (e.g., doctors vs. patients) in order to increase clarity, and trust (Tjoa & Guan, 
2021). 

4. Secure, decentralized implementation of AI models from multiple hospitals that can be 
trained together without compromising patient confidentiality (Rieke et al., 2020). 

5. Integrating XAI into Electronic Health Record (EHR) systems for the provision of 
seamless decision support and automated insights (Shortliffe & Sepúlveda, 2018). 

The study reveals that Explainable AI is the key step to guide the development of AI driven 
healthcare solutions that are transparent, ethical & efficient. However, we are still far from 
having a complete solution to XAI in modern medicine, yet the improvement in hybrid AI, 
compliance with regulation and real-world deployment strategies will further promote the 
adoption of XAI. Finally, the future direction for AI needs to be focused on collaborating with 
AI researchers, clinicians, and policymakers in an interdisciplinary fashion to generate practical 
and responsible integration of AI in healthcare. 

Conclusion 

In this study, we examined how to integrate Explainable Artificial Intelligence (XAI) into 
healthcare based on leveraging machine learning and knowledge representation to make 
personalized treatment recommendations. This research addresses the critical issue of AI 
interpretability by presenting a framework that achieves the tradeoff between accuracy, 
transparency, and clinical usability at the same time. 

Summary of Contributions 

This study makes the following key contributions: 

1. Development of Explainable AI Model: A novel XAI based framework was developed, 
which improved the model performance (94.7% accuracy) as well as interpretability of the 
model using SHAP and LIME techniques. 

2. Knowledge Representation Integration: A hybrid model that integrates machine learning 
models with medical knowledge graphs allowed for personalized treatment recommendations 
that account for clinically relevant prescribed decisions. 

3. Proposed XAI Model outperformed black-box AI (89.5%) and XGBoost (91.2%) while 
providing in their predictions. 

4. The study explores the role of explainable AI and its impact on healthcare professionals’ 
trust in AI based decisions in ensuring better patient outcomes. 

5. Challenges to realize successful XAI implementation in healthcare are identified as ethical 
and regulatory considerations (considerations of data privacy, ethical compliance, regulatory 
rules). 

Implications for Future Research 

Although this study represents a strong foundation for explainable artificial intelligence in 
healthcare, there are still several open problems that need future investigation. 
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1, Future studies should seek to deploy XAI models in hospitals to evaluate in real time, and 
in real usage, what the XAI models are doing. 

2. Here, Generalization Across Medical Conditions: the focus of the current model optimizes 
for a particular set of data, thus widening its support domain with a plurality of disease domains 
leads to better robustness and applicability of the proposed model. 

3. Privacy preserving AI techniques, such as federated learning, should be explored as it allows 
AI to be trained across multiple healthcare institutions, yet preserving data security. 

4.Future work should explore how personalized explanations can be designed to cater to 
different stakeholders (i.e., doctors, patients, policymakers), in order to contribute to AI 
acceptance. 

5. For XAI in Healthcare: Collaborating with policymakers for guidelines on verifying, making 
transparent, and adjusting to clinical objectives of an AI model. 

Final Remarks 

This research confirms that Explainable AI is crucial for the continuation of AI in healthcare. 
XAI will revolutionize the personalized medicine and clinical decision making by ensuring trust, 
transparency and ethical AI adoption. Yet significant technical, ethical, and regulatory issues 
need to be addressed in the quest towards greater AI in modern healthcare. Despite the challenge 
of the nonlinear and complex nature of medical data, with continued interdisciplinary 
collaboration, XAI has the potential to transform medical diagnostics, treatment planning, and 
patient care, where AI is not only powerful but can be trusted and human centered. 
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