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Abstract 

The aim of this study was to design a predictive model based on Neuromathematics and Machine Learning to anticipate academic 
performance in a geometric task. Using the facial recognition software FaceReader, the micro-expressions of 426 students were 
captured in real time during the construction of a cone in the Cabri Express software. The model achieved 91% accuracy by 
integrating emotional data and participants' sex as predictive variables. The results indicated that emotions such as happiness and 
surprise were positively correlated with successful performance, while anger and neutrality were associated with unsuccessful 
performance. Additionally, significant differences between men and women were identified, highlighting the importance of including 
sex in the analysis. Neuromathematics allowed the application of knowledge about brain mechanisms in mathematical learning, 
also guiding pedagogical and didactic processes. Although the study focused on a specific geometric task, its implications are broad, 
as this approach can be applied to other educational contexts. Among the limitations, the lack of generalization to other 
mathematical areas is noted, but it is proposed to explore its applicability in future studies in disciplines such as algebra or calculus. 
This predictive model offers a valuable tool for personalizing teaching, adjusting pedagogical interventions based on emotions and 
sex, thus improving academic performance and student well-being. 
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Introduction 

The term Neuromathematics (Giraldo-Rojas et al., 2021) refers to the application of 
neuroscience, its knowledge, and advances in brain mechanisms related to learning, particularly 
in mathematics, as well as in pedagogical and didactic processes aimed at teaching. This science, 
according to the National Results Report for Colombia - PISA 2018 (Instituto Colombiano para 
la Evaluación de la Educación, 2020), reveals significantly low performance among students 
compared to other Latin American countries. This educational challenge has led to a focus on 
managing emotions and sex differences as crucial aspects of the learning process. 

The analysis of sex differences in mathematics learning is crucial, given that research has shown 
that men and women not only approach mathematics differently but also experience emotions 
that can affect their performance in different ways (Else-Quest et al., 2010). 

Studies have demonstrated that negative emotions towards mathematics directly influence 
academic performance (Marcos-Merino et al., 2022). In particular, sex differences have been 
widely documented in the literature on mathematics education, showing that women tend to 
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experience higher levels of math anxiety, which can negatively impact their performance 
(Núñez-Peña et al., 2013; Ganley & Lubienski, 2016). Research such as that by Else-Quest et 
al. (2010) has found that, although the performance differences between men and women in 
mathematics may be small, anxiety and the perception of mathematical competence play a 
crucial role, disproportionately affecting women. 

Additionally, Goetz et al. (2013) highlighted that women, in general, experience higher levels 
of anxiety and stress in math-related areas, which influences their performance compared to their 
male peers. These findings underscore the importance of including sex differences analysis in 
studies evaluating academic performance in mathematics. 

Performance in mathematics is a critical aspect of students' academic and personal development, 
and emotions play a key role in this process. Recent studies have shown that negative emotions, 
such as anxiety and fear, can disproportionately affect women, who tend to report higher levels 
of math anxiety than men (Núñez-Peña et al., 2013). This emotional difference not only impacts 
women’s confidence in facing math tasks but also directly influences their academic 
performance (Goetz et al., 2013). 

Math anxiety, a specific form of anxiety related to handling mathematical concepts, has been 
documented as a contributing factor to poor math performance, especially among women (Else-
Quest et al., 2010). Moreover, the perception of mathematical competence, which is often lower 
in women due to social factors and sex-related expectations, also plays a determining role in 
how students approach math problems (Ganley & Lubienski, 2016). Therefore, studying the 
impact of emotions on math learning by differentiating by sex is relevant and necessary to fully 
understand the learning dynamics in educational settings. 

From a Neuromathematics perspective, the differences between men and women in emotional 
and cognitive processing are particularly relevant. Neuroscience research suggests that women 
show greater activation in the amygdala, a brain region involved in processing emotions such as 
fear and anxiety, which may affect their ability to concentrate on mathematical tasks under stress 
(Young et al., 2012). On the other hand, men tend to activate areas related to self-confidence 
and stress management, which could explain their better performance under high-pressure 
conditions (Dehaene et al., 2004). 

In this context, the present study aimed to analyze sex differences in students' performance in 
the geometric construction of a cone, using an approach based on facial emotion recognition 
through the FaceReader software. By including sex as a key variable in the analysis, this study 
seeks to shed light on how emotional and Neuromathematical differences between men and 
women can influence their academic performance, in order to develop more personalized and 
equitable pedagogical interventions. 

In the educational field, emotions play a crucial role in the learning process. Giraldo-Rojas et al. 
(2021) broaden the pedagogy by considering how positive and negative emotions interact to 
shape teaching strategies and influence the learning process. Ekman (2003) points out that 
emotions are automatic responses that prepare individuals to face significant events in their lives, 
triggering changes in the autonomic nervous system and establishing a connection with 
neuroscience by regulating functions such as breathing and heart rate. 

Immordino-Yang and Damasio (2007) suggest that emotions are related to the acquisition of 
knowledge in the school context. But how do they positively or negatively influence students' 
academic tasks? According to Ekman and Davidson (1994), basic emotions meet four criteria: 
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they are learned, arise in similar circumstances, are uniquely expressed, and provoke predictable 
physiological responses. 

Reeve (2010) defines some of these basic emotions within the academic context. Happiness is 
associated with success and goal achievement, while sadness arises from loss or failure. Anger 
is triggered when plans are thwarted, and surprise, although brief, precedes other emotions in 
response to new information. Fear occurs when a threat to well-being is perceived. Disgust, 
directed toward other people or their actions, differs from personal preferences. In the 
educational realm, emotions like surprise can help capture students' attention, while boredom 
can lead to a loss of interest and difficulty in learning (Gómez et al., 2019). 

Neuroscience has established a significant connection between emotions and learning. When 
students associate their efforts with rewards, their motivation increases, as the emotions 
experienced throughout the school year can influence their academic performance (Marcos-
Merino et al., 2022). To identify these emotions, micro-expressions are used—brief facial 
movements that reveal emotions people try to hide or may not even be aware of (Ekman, 2003). 
These facial expressions can be crucial for understanding the emotional state of students in an 
educational setting. 

In the pursuit of scientific development and innovation, as well as the improvement of quality 
of life and optimization of outcomes, Machine Learning (ML) (Cruz et al., 2022) facilitates 
positive scenarios in classroom teaching processes. These computational algorithms are 
designed to mimic human intelligence, leading to artificial learning that, among other results, 
provides suggestions or predictions in specific cases (Rouhiainen, 2018). 

In this context, the present project aimed to design and develop a predictive model that, based 
on Neuroscience, Data Science, and Mathematics Didactics, anticipates students' performance 
when completing an academic exercise. The research addressed the following question: Can a 
Neuromathematical study predict a student's performance in constructing a cone using dynamic 
software? Initially, the research involved a training process with approximately 468 participants, 
who were introduced to the dynamic software Cabri Express. This software was later used to 
facilitate the completion of a proposed task, during which participants' facial expressions were 
recorded simultaneously. 

Using the collected data, a ML model was trained to predict the students' performance in solving 
the mathematical exercise through the proposed software. For this purpose, the facial recognition 
software FaceReader was implemented, which identifies students' emotions based on micro-
expressions manifested during task execution, classifying emotions such as ‘Neutral,’ ‘Happy,’ 
‘Sad,’ ‘Angry,’ ‘Surprised,’ ‘Afraid,’ ‘Disgusted,’ and ‘Contempt.  The data from the students' 

facial micro-expressions were then used to improve the ML model and predict their 

performance in the task, considering sex as a key variable. 

Finally, a predictive model was established to determine students' performance in constructing 
a cone through dynamic software. This model was developed using a ML algorithm trained on 
a collected dataset. Subsequently, a validation process of the predictive model was carried out 
using a statistical test to determine its accuracy in predicting students' performance with a 
significant level of precision. 

Connection with Neuromathematics 

Neuromathematics positions itself as an innovative intersection between neuroscience and 
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mathematics education, providing a comprehensive view of how the brain processes 
mathematics and the emotions that accompany this learning. Unlike traditional educational 
approaches, which focus solely on cognitive, pedagogical, or perceptual aspects, 
Neuromathematics introduces an interdisciplinary perspective that combines the analysis of 
neural networks involved in mathematical reasoning with emotional regulation. 

Mathematics learning involves a series of key brain areas, such as the prefrontal cortex, which 
is responsible for decision-making and problem-solving, and the parietal cortex, which is related 
to numerical and spatial manipulation (Dehaene et al., 2004). These areas are connected to the 
amygdala, which regulates emotions such as fear and anxiety. In the context of mathematical 
learning, negative emotions can trigger automatic responses that interfere with the activity of the 
prefrontal cortex, reducing students' ability to focus and solve problems (Young et al., 2012). 

This neuro-emotional link is fundamental in Neuromathematics, as it highlights that learning is 
not just a cognitive process, but one deeply influenced by emotions. Negative emotions, such as 
fear and anger, can activate the amygdala in ways that inhibit the cognitive activity necessary 
for effective mathematical reasoning. In contrast, positive emotions, such as joy, can activate 
the brain's reward system, fostering motivation and improving the student's focus on the 
mathematical task (Pekrun, 2006). 

Emotional Analysis within the Framework of Neuromathematics 

The use of tools such as FaceReader, which capture facial micro-expressions, allows for precise 
real-time data on students' emotional states. Micro-expressions reflect involuntary emotions and 
provide a direct window into unconscious emotional processing during mathematical tasks 
(Ekman, 2003). In a Neuromathematical context, these micro-expressions are fundamental as 
they offer a deeper understanding of how emotions affect the neural networks involved in 
learning. 

This emotional analysis, when combined with Neuromathematics, not only measures the success 
or failure of a task from a performance perspective, but also considers how emotions are 
modulating cognitive performance. This approach is key to developing predictive models that 
capture not only a student's current emotional state but also how this state will influence their 
ability to successfully complete mathematical tasks.  

Differences Compared to Conventional Approaches 

Unlike traditional methods, which tend to focus solely on cognitive outcomes or observable 
behavior (perceptual aspects), Neuromathematics offers an integration between emotional and 
cognitive processes, using neuroscientific data to enhance the understanding of how students 
learn mathematics. This approach allows for the creation of more personalized educational 
interventions, aimed not only at improving academic performance but also at creating an 
emotionally positive environment that facilitates learning. 

The predictive model developed in this study, based on ML, incorporates emotional and 
neurocognitive data to anticipate academic performance. This provides a powerful tool that goes 
beyond performance-based analyses, as it allows for predicting how a student might emotionally 
react to future tasks and how those emotions will influence their performance. This predictive 
capability not only improves the personalization of learning but can also help identify students 
at risk of poor performance due to negative emotional states, offering an opportunity for early 
intervention. 



4608 Design of a Predictive Model Based on Neuromathematics 

Journal of Posthumanism 

 

 

Given these considerations, Neuromathematics provides a holistic approach to analyzing 
mathematical learning by integrating emotional and neural dimensions. This clearly 
differentiates it from conventional approaches by providing a solid scientific foundation for the 
creation of interventions that take into account both the student's emotional state and cognitive 
ability to solve mathematical problems. 

Connection with Previous Research on Facial Recognition and Multimodal Analysis 

The use of facial recognition technologies in educational settings has been an active area of 
research in recent years. Tools like FaceReader, Affectiva, and Noldus Observer have been 
widely employed to capture and analyze students' emotions during academic tasks, providing 
valuable insights into how emotions influence performance (Skiendziel et al., 2019; D'Mello & 
Graesser, 2012). 

Previous Research 

FaceReader is one of the most widely used technologies for automatic emotion detection, having 
been validated in multiple studies for identifying basic emotions such as happiness, sadness, 
anger, surprise, fear, disgust, and contempt (Skiendziel et al., 2019). These studies have shown 
that negative emotions, such as anxiety and anger, are often correlated with poor academic 
performance, while positive emotions, such as happiness, are associated with better learning 
outcomes (Bosch et al., 2016). Similarly, Affectiva and Noldus Observer have enabled real-time 
emotional analysis during online learning activities, finding that emotions such as surprise or 
positive engagement tend to predict better academic results (Harley et al., 2015). 

In multimodal research, the use of FaceReader has been combined with other biometric devices 
such as heart rate sensors and electrodermal activity monitors, providing a more comprehensive 
view of students' emotional and cognitive states (Zhou et al., 2019). These multimodal studies 
have offered deeper insights into how emotions and attention interact to influence information 
retention and the resolution of complex problems (D'Mello et al., 2017). 

Comparison with the Present Study 

While previous studies have used FaceReader to identify the predominant emotions in students 
and correlate them with academic performance, the novelty of this study lies in the integration 
of emotions with a Neuromathematical approach, and a predictive model based on ML. Unlike 
conventional studies that merely analyze the correlation between emotions and performance, 
this work uses emotional data collected through facial micro-expressions to feed a ML 
algorithm. This algorithm not only predicts students' performance in mathematical tasks but also 
does so by taking into account their emotions and sex. 

Moreover, this study goes beyond simple emotion detection, examining how these emotions 
modulate the cognitive processes involved in solving mathematical problems—an area that has 
been scarcely explored in previous research. While most studies employing FaceReader focus 
on descriptive correlations, this study adopts a more analytical approach by using these emotions 
as predictive variables in a ML model designed to anticipate academic performance. 

Another significant difference is that this study introduces a temporal dimension to the analysis 
of emotions by capturing micro-expressions throughout the entire cone-construction task. This 
allows for observing how emotions change at different stages of the problem-solving process. 
This temporality is crucial for understanding how immediate emotions (e.g., surprise when 
facing a difficulty or frustration when making an error) directly influence a student's ability to 
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successfully complete the task. 

Innovation in Multimodal Analysis 

Additionally, the present study proposes a deeper integration of multimodal analysis by 
combining facial recognition with the principles of Neuromathematics. The inclusion of 
emotional data within a Neuromathematical framework not only enables an understanding of 
how students feel during the task, but also how these emotions impact the neural networks 
involved in mathematical processing. In this way, the study offers a multidimensional approach 
that goes beyond traditional analyses, providing a powerful tool for personalizing pedagogical 
interventions based on students' emotional and cognitive states. 

Although facial recognition technologies like FaceReader have already been successfully 
applied in educational contexts, this study introduces an innovative aspect by combining these 
technologies with a Neuromathematical approach and a ML-based predictive model. This 
integration provides a more comprehensive view of how emotions and neural processes 
intertwine to influence mathematical learning, marking a clear distinction from previous studies. 

Methodology 

Data Acquisition 

Mathematics didactics has recently evolved thanks to a new theoretical approach called 
Modeling and Representation with Dynamic Geometry and Conditional Mathematics 
(Zabala-Jaramillo et al., 2017), a framework used as the basis for the task consisting of 
constructing a circular base cone with a slider using the dynamic software Cabri Express. 

In this context, a "model" is a structure that replaces the object of study during a simulation 
conducted by the student and must accurately reflect that object or phenomenon. The use of 
models in mathematics education is important because it helps students understand abstract 
concepts in a more concrete and visual way, develop critical thinking and problem-solving skills, 
and transfer knowledge to different situations. 

Representation is responsible for replacing and manipulating the concrete object with the model, 
making it essential for the model to be effective in the teaching and learning process. Dynamic 
Geometry focuses on the study of figures and bodies in motion, enriching Modeling and allowing 
the intuitive exploration of geometric concepts. Finally, Conditional Mathematics is dedicated 
to the relationships between variables and provides the necessary logical support to understand 
the behavior of mathematical models and ensure that they accurately represent the properties of 
the object they substitute. 

The theoretical framework that combines Modeling and Representation with Dynamic Geometry 
and Conditional Mathematics offers a comprehensive and effective approach to mathematics 
education. This approach emphasizes the importance of constructing and experimenting with 
models as essential strategies for understanding concepts. According to Zabala-Jaramillo et al. 
(2017), these concepts interact to generate relationships of validity, particularly between 
modeling and representation, when a robust connection is established among the elements of the 
model. This domain is defined through Dynamic Geometry, validated by Conditional 
Mathematics, allowing the model to operate consistently. 

With the clarity of the previous theory, and to complete the task, students initially had to establish 
three non-collinear points differentiated by a letter to construct a triangle. Then, the 
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perpendicular bisector of each of its sides were added, followed by the search for the 
circumcenter. 

Once the circumcenter was generated, the circle passing through the vertices of the triangle, 
forming the base, was constructed. This, in turn, allowed for the construction of the cone by 
linking a slider as its height, automatically generating it above the circle. This phase confirms 
the correct elaboration through the variation of the slider, noting the change in volume while 
maintaining the area of the base, which can be moved to demonstrate that the volume does 
change. This process is illustrated in Figure 1. 

 

 

Figure 1. Cone Construction Process. Self-Created (2024). 

The task of constructing a cone in a dynamic environment like Cabri Express is an activity 
carefully selected due to its high cognitive relevance within geometric learning. Geometry is a 
fundamental part of the mathematics curriculum, and in particular, the visualization and 
manipulation of three-dimensional objects like the cone are directly related to spatial skills that 
are crucial for success in this area (Battista, 2007). 

When students construct a cone, they must apply key concepts such as non-collinear points, the 
use of circles, and the variation of parameters like height and radius. These manipulations not 
only enable a deeper understanding of geometric properties but also facilitate the connection 
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between two-dimensional and three-dimensional geometry, skills that are fundamental for the 
development of more advanced mathematical thinking. 

Spatial reasoning is one of the most important cognitive skills developed through learning 
geometry and is particularly relevant in solving complex problems (Clements & Sarama, 2011). 
The ability to visualize and manipulate three-dimensional objects not only aids in geometry but 
also transfers to other mathematical domains such as calculus, trigonometry, and physics, where 
students need to understand how objects change and relate in space (Laborde et al., 2006). In 
fact, studies have shown that a strong capacity for spatial visualization is linked to better 
performance in abstract and algebraic reasoning tasks, highlighting the importance of tasks like 
cone construction in overall cognitive development (Battista, 2007). 

Furthermore, the use of dynamic geometry software like Cabri Express enhances this learning 
by allowing students to interact with geometric objects in real-time, visualizing how changes in 
parameters affect the three-dimensional object. This not only improves students’ conceptual 
understanding but also promotes a more experimental and active approach to learning, which is 
a key aspect of developing a deep understanding of geometry and other areas related to 
mathematics (Clements & Sarama, 2011). 

The cone construction task also fosters the interrelation between different areas of mathematics. 
On one hand, students apply plane geometry concepts, such as constructing triangles and circles, 
which are essential for defining the base of the cone. On the other hand, an understanding of 
three-dimensional geometry is required, where students must comprehend how parameters like 
height and radius interact to affect the volume and area of the base. This interaction promotes 
the transfer of knowledge between two-dimensional and three-dimensional geometry, skills that 
are essential for tackling more complex problems in the future, such as calculating areas and 
volumes in more advanced solid bodies. 

Studies like those by Battista (2007) have shown that the development of spatial visualization 
through interaction with three-dimensional objects significantly improves geometric 
understanding. Additionally, research on the use of dynamic geometry software, such as the 
work of Clements & Sarama (2011), has demonstrated that students not only improve their 
performance in geometry but also develop greater confidence in tackling complex mathematical 
problems when they have the opportunity to interact with tools that allow them to experiment 
with geometric constructions. 

In this sense, the task of constructing a cone not only allows students to practice and apply 
fundamental geometric concepts but also reinforces cognitive skills that are transferable to other 
areas of mathematics, making it a particularly effective choice for assessing the impact of 
emotions on mathematical performance. 

Constructing a cone using dynamic software is a task with high cognitive relevance and is closely 
linked to the development of spatial and geometric skills that are essential for success in 
mathematics. Furthermore, integrating this task into a dynamic software environment facilitates 
a richer visual and manipulative understanding, promoting active and experimental learning that 
effectively connects with other mathematical topics. This methodological choice is supported by 
research that highlights the importance of spatial reasoning in mathematics learning and its 
positive impact on overall academic performance.  

The assessment process and outcome of the task, based on the previously defined theoretical 
framework of mathematics didactics, determined the construction to be either ’not approved’ or 
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’approved’ as presented in Figures 2 and 3, respectively. 

 

Figure 2. Description of the Unapproved Design in Cone Construction.  

Source: Self-Created (2024). 

 

Figure 3. Description of the Approved Design in Cone Construction.  

Source: Self-Created (2024). 

Regarding ethical considerations, Hernández Sampieri et al. (2014) defines the research as 
transparent, highlighting the definition of the population and the sample selection process for its 
critique and replication. For the purpose of the project, informed consent was obtained from the 
parents or guardians of 486 minors who make up the population sample.  

During the construction process, students were observed by capturing their facial expressions in 
videos using Camtasia Studio 8 with a variable duration of 4 to 14 minutes. This approach 
allowed recording the intensity of emotions and subtle reactions experienced during each phase 
of the construction. Subsequently, the professional facial coding software FaceReader, 
developed and validated under the theories of emotions and the Facial Action Coding System 
(FACS) proposed by Ekman (2004), according to Skiendziel et al., (2019), was implemented. 
FaceReader encodes the emotions ‘Happy’, ‘Sad’, ‘Angry’, ‘Surprised’, ‘Scared’, ‘Disgusted’, 

https://www.techsmith.es/camtasia/
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and ‘Contempt’, as well as a ‘Neutral’ expression. (Noldus, 2016). 

The FaceReader process consists of three different stages (Skiendziel et al., 2019). Initially, it 
detects and locates the face by creating an artificial facial model. In this first step, an active 
template method is implemented, which moves a deformable template of the face over an image, 
yielding a more probable position of the face. (Yl y Kuilenburg, 2005) 

Secondly, it performs a parallel analysis, implementing a classifier based on 500 key points on 
the face, trained with over 10,000 facial expressions in images that have been manually coded 
by qualified experts (Zhu, et al., 2023). This model, called the Active Appearance Model, 
synthesizes the face, describing both the location of these key points and the facial texture, albeit 
in low dimensionality. (Yl y Kuilenburg, 2005)  

Finally, an Artificial Neural Network (ANN) is trained using the appearance vector. With a 
sufficient amount of data combined with the quality of the facial modeling, facial expressions 
are classified (Yl y Kuilenburg, 2005). This deep ANN, implemented to recognize patterns, 
integrates the results of emotion classification during the analysis processes. (Skiendziel et al., 
2019)  

Thus, the software generates data on the proportion of each of the emotions expressed during 
any given facial movement (Zhu, et al., 2023) recorded in videos, and directly associates them 
with an emotion. After detecting the student’s face, the tool projects the microexpressions that, 
according to Ekman (2003), are those short and extremely rapid movements that individuals 
manifest even when they are not aware of it, but are projected in their facial action and allow the 
identification of an emotion. Finally, the software classifies these emotions according to 
intensity, providing quantifiable data. 

According to Noldus (2016), the facial analysis model works by analyzing the characteristics of 
a human face, such as the shape of the eyes, mouth, and nose, as well as the position of facial 
muscles. The model uses these characteristics to identify patterns associated with different 
emotions. Once trained, it can be used to identify emotions in people’s faces. Among other 
qualities, it has a wide range of applications, in this case for the scientific development of a 
predictive model. FaceReader stores the data corresponding to people’s emotions in the 
following process: 

• Data are stored in a database of faces. The database contains images of faces from people 
all around the world. 

• The images are labeled with the emotion displayed on the face. 

• The database is used to train a ML model. 

• The ML model is used to identify emotions on faces. 

• The model can be used in a variety of applications. 

Similarly, FaceReader analyzes emotions within a 30-millisecond period. During this interval, 
the platform examines changes in facial features exhibited by individuals to determine the 
expressed emotion (Noldus, 2016). These changes can include: 

• Eyebrow position. 

• Eye position. 
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• Mouth position. 

• Facial muscle position. 

The 30-millisecond time interval strikes a balance between precision and performance. A shorter 
interval might not capture all the facial changes associated with an emotion, while a longer one 
could reduce the software's effectiveness. The facial expressions categorized by FaceReader are 
presented in graphs and exported as a log file. Each expression is rated on a scale from 0 to 1 
according to its intensity, where '0' indicates absence and '1' indicates full presence (Noldus, 
2016). The text file contains the video analysis results, including the emotions expressed and the 
facial characteristics of the registered person, as detailed in Figure 4. 

 

Figure 4. Video Analysis Detailed Log. Source: Facereader Output. 

In the first line of the file, the exact moment when the facial expression was captured is recorded. 
The following lines contain values that indicate the intensity with which the eight basic emotions 
were detected in the person appearing in the video. In other words, the intensity of each 
individual facial expression is analyzed and quantified. 

According to a classification detailed by Ekman (2003), ‘Sad’, ‘Angry’, ‘Scared’, ‘Disgusted’, 
and ‘Contempt’ are considered negative emotions, while ‘Happy’ is the only positive emotion. 
‘Surprised’, on the other hand, is neither categorized as positive nor negative. This is identified 
in the next line as ’Valence’, which determines emotions in these two categories. To calculate 
‘Valence’, as per Noldus (2016), the difference in intensity between the ‘Happy’ expression and 
the most intense negative expression is computed. The following four lines detail information 
about the person. 

In line with the above, the study uses an approach based on the collection of data related to 
detected emotions, sex, and performance from the cone construction task, utilizing facial 
analysis tools and the dynamic geometry software Cabri Express, while the detected emotions, 
such as happiness, sadness, anger, rage, fear, surprise, and neutrality, were recorded through the 
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FaceReader software. 

Data Processing 

Data processing is fundamental for extracting knowledge and making informed decisions. This 
process includes the acquisition, organization, analysis, transformation, and presentation of data, 
providing the foundation for understanding information and applying it in decision-making. In 
this study, data processing began with the collection of facial videos from students, analyzed 
using the FaceReader software, which provided detailed information on emotions such as 
happiness, sadness, surprise, fear, and disgust, all relevant to the analysis. 

These data were stored in a central database to ensure their integrity throughout the research 
cycle. Subsequently, a data cleaning and preprocessing phase was carried out to eliminate errors 
and prepare the information for analysis. Using ML techniques, patterns and trends were 
uncovered, resulting in valuable insights. The results were presented through charts and tables 
that facilitated interpretation and supported decision-making. 

In addition to emotions, students were classified according to their sex (man or woman), 
incorporating this variable into the analysis due to evidence of significant differences in 
emotional management and academic performance between males and females (Núñez-Peña et 
al., 2013). These differences were included to better understand how emotions and sex affect 
students' mathematical performance. 

As students performed the geometric task, emotional data and sex were linked to their academic 
performance according to the Theoretical Framework of Mathematics Didactics: Modeling and 
Representation with Dynamic Geometry and Conditional Mathematics. This analysis, based on 
Neuromathematical principles, explored the relationship between emotions and the activation of 
brain areas such as the prefrontal cortex and amygdala, which influence students' ability to solve 
mathematical problems (Young et al., 2012). The study not only measured success in the task 
but also analyzed how emotions modulate cognitive activity during the problem-solving process. 

Finally, the detected emotional data and sex were input into a predictive model based on ANN, 
integrating principles of neuroscience and ML. This model allowed for the prediction of students' 
approval or unapproval in the task of constructing a cone, exploring how emotions and sex 
influence the brain mechanisms associated with learning mathematics. The combination of 
emotional, neurological, demographic, and ML data provided deeper insights into how students' 
emotional states and sex impact their academic performance. 

The predictive model developed in this study included sex as an explanatory variable along with 
the emotions captured by FaceReader. The ML algorithm, based on an ANN, was trained to 
predict the success or failure of students in the geometric task, using both emotions and sex as 
predictive variables. In this way, the model not only considered the student's emotional state but 
also how sex influenced academic performance. 

Formatting 

Data processing in this research begins with the acquisition of information in TXT format 
extracted from FaceReader records using Python and the Pandas library. Python was chosen for 
its simplicity and ability to handle large amounts of data, while Pandas is essential for converting 
the data into a structured format using DataFrames, which organize the information into rows 
and columns for easy analysis and manipulation. 
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The process begins by reading and parsing TXT files using Python's operating system library, 
filtering by the .txt extension, and storing each line in a list. Then the data is organized into 
DataFrames, with columns appropriately labeled, allowing for efficient handling of the 
information. The processed data are stored in a dictionary using cleaned filenames as keys, 
ensuring efficient access and manipulation. The choice of tools such as Python and Pandas is 
crucial for the research, ensuring efficiency and accuracy in extracting knowledge from the data. 

Data Cleaning 

Data cleaning is an essential and challenging process in data management and analysis. It 
includes error identification and correction, outlier detection, missing value handling, data 
normalization, deduplication, and validation. This process is critical to achieving accurate and 
reliable results in both data analysis and ML model building, ensuring informed decisions and 
the extraction of meaningful insights. 

To ensure that the data was in a proper state prior to storage, a cleaning code was implemented. 
A key step was to remove rows with None or NaN values using data = data.dropna(), which 
ensures that only DataFrames without numerical noise are stored, contributing to data integrity. 
In addition, additional lines of code were implemented such as data.drop_duplicates() to remove 
duplicate rows and another to remove rows with a value of "FITFAILED" to maintain 
consistency and avoid errors. 

These cleaning techniques improve the quality and robustness of the data for further analysis, 
demonstrating a commitment to high standards in data management. After cleaning, and given 
the large amount of emotional data provided by FaceReader, an average was calculated for each 
individual emotion across all samples. This allowed each student to be represented by the 
average of their samples for each of the 8 emotions, along with their sex, which was used for the 
neural network design. 

Machine Learning 

Machine Learning has emerged as an effective field driving significant advancements in a wide 
variety of applications. This computational approach relies on programming a computer with 
specific, easily transferable knowledge, without requiring a continuous learning process 
(Hildebrandt, 2017), and using these patterns to make decisions or predictions. 

In this section, we will explore how ML is transforming our approach to various highly complex 
problems using extremely diverse and unstructured datasets (Chen and Cui, 2020), and how this 
technology can be applied in various areas. The study will focus on presenting a key model in 
this field: ANN, with special attention to the Multilayer Perceptron (MLP). 

The fundamental structure of ANN, and how it is inspired by the functioning of the human brain 
to recognize patterns in data will be presented. Subsequently, the definition and operation of the 
MLP, a specific type of ANN known for its ability to model nonlinear relationships between 
input features and output results, will be delved into. 

Throughout this section, we will be shown how the MLP is composed of layers of interconnected 
neurons, each playing a crucial role in the learning and prediction process. Furthermore, it will 
explore how the MLP uses techniques such as backpropagation to adjust the weights of neural 
connections and enhance its ability to make accurate predictions. 

In summary, this section offers a detailed look at the structure and operation of ML, with a 
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specific focus on the MLP model. Through this analysis, it is expected to provide a solid 
understanding of how ANNs, such as the MLP, are driving innovation in the field of ML and 
transforming the way we interact with data. 

But what are ANN? 

Artificial Neural Networks are a computational model inspired by the structure and functioning 
of the human brain, designed to recognize patterns. This type of network is composed of a series 
of interconnected nodes, also known as ’neurons.’ These connections are key for the network to 
learn to recognize complex patterns through exposure to input data. (LeCun et al., 2015) 

In the field of ML, one of the most commonly used types of ANN is the MLP, a form of 
feedforward neural network consisting of multiple layers of interconnected neurons. The MLP 
stands out for its ability to learn complex representations of input data and model nonlinear 
relationships between input features and output labels. (Jaramillo and Rüger, 2023)  

Regarding its structure, an ANN generally consists of three types of layers. The first is the input 
layer, which receives raw data, similar to how human senses operate by receiving stimuli from 
the outside. The second consists of one or multiple hidden layers, where these data are processed 
through mathematical computations. In the case of the MLP, these hidden layers enable the 
model to learn more abstract and complex representations of the input data (Jaramillo and Rüger, 
2023). Finally, the output layer provides the result of the network’s processing, which may 
manifest as classification or prediction, among other forms. (Bishop, 2006) 

Each neuron within these layers plays a crucial role: it receives multiple inputs, combines them 
using various methods, performs mathematical operations, and then transmits the result through 
an activation function. In the case of the MLP, activation functions introduce nonlinearities into 
the model, a fundamental aspect for learning and modeling complex patterns. Common 
examples of activation functions used in the MLP include logistic sigmoid, hyperbolic tangent, 
and ReLU (Rectified Linear Unit), among others. (Jaramillo and Rüger, 2023) 

The learning process in ANN, including the MLP, is carried out by adjusting the weights of 
connections between neurons. This adjustment is often done through a method known as 
"backpropagation." In this process, the output error—the difference between the expected and 
obtained result—is used to modify the weights so that the error is reduced in future operations. 
The MLP, like other types of ANN, uses backpropagation to optimize weights during training 
and improve its ability to make accurate predictions. (Jaramillo and Rüger, 2023) 

Thanks to their ability to learn from large volumes of data and recognize subtle patterns, ANN, 
including the MLP, are used in a wide range of applications in the field of ML, such as image 
recognition, natural language processing, time series, and many more. (Goodfellow et al., 2016). 

In consideration of the above, and given the importance based on the Neuromathematical study, 
a predictive model is built to determine students’ performance based on their sex and the 
emotional data provided by FaceReader. 

Design and Optimization of a Neural Network for Binary Classification: Network 

Architecture Preprocessing, Data Balancing, Training, and Validation. 

This study focuses on designing a deep ANN to perform binary classification tasks with a high 
degree of accuracy. The network is built using the TensorFlow and Keras frameworks in a 
Python environment. For information processing, the data obtained includes labels of emotions 
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detected by FaceReader and the subject’s sex. These data are extracted from an extensive 
database contained in an Excel spreadsheet, as shown in Table 1. 

 

Table 1. Model Features. Self-created (2024). 

To ensure that the magnitudes of the features do not bias the model, they are normalized using 
the StandardScaler from Keras. Additionally, recognizing the importance of class balancing for 
predictive accuracy, ADASYN (Adaptive Synthetic Sampling Approach for Imbalanced 
Learning) is applied. This advanced oversampling technique adjusts the initial data classified as 
’passed’ and ’not passed,’ increasing the emotional frequencies of those who did not pass. 
Consequently, based on the significant disproportion, it balances the data with synthetic 
examples to equalize the representation of the classes in the training data, as exemplified in 
Figure 5. 

 

 

 

 

 

 

 

 

Figure 5. Class Distribution Before and After Adasyn.  

Source: Self-Created (2024). 

A reproducible environment is established by setting a random seed before training. The model 
is compiled with a binary crossentropy loss function, suitable for binary classification tasks, and 
an Adam optimizer (Adaptive Moment Estimation), chosen for its efficiency in weight 
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adjustment. 

The model is trained for 1000 epochs, allowing adequate convergence of the parameters. Each 
epoch represents a complete iteration over the training dataset, enabling the model to adjust its 
weights and biases to minimize the loss function. During training, the parameters are adjusted 
using a training dataset (80%) and the network is validated on a separate dataset (20%) to 
monitor the model’s generalization. This split is achieved by using the train test split function, 
which divides the data into training and testing sets with a test size of 20%, ensuring a reliable 
evaluation of the model’s performance. This process is conducted silently verbose=0 to focus 
on the quantitative evaluation of the model’s performance, rather than real-time training metrics. 

A batch size of 64 samples is used to balance computational efficiency and gradient stability 
during training. Using this relatively small batch size helps improve the model’s generalization 
by preventing overfitting on the training data. The network architecture consists of a well-
structured sequence of dense layers and batch normalization layers, designed to process the 
datasets effectively. 

The input layer serves as the gateway to the model, receiving data with a total of nine features. 
Following this initial layer, batch normalization is incorporated into the first four layers, 
normalizing the inputs to a mean of zero and a variance of one, as detailed in Table 2. This 
stabilizes learning and improves the model’s performance. 

 

 

Table 2. Formula Table.  

Source: Self-Created (2024). 

A series of dense layers, detailed in Table 3, increase the model’s capacity to extract complex 
features and underlying patterns in the data. Each of these dense layers is activated using the 
‘ReLU’ function, which is mathematically defined as shown in Table 2. The ‘ReLU’ function is 
known for its efficiency and effectiveness in mitigating issues such as the vanishing gradient 
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problem in deep neural networks. 

 

Table 3. Model Summary: Neural Network Layers. 

Source: Self-created (2024). 

In addition to Batch Normalization, L2 regularization (Ridge Regularization) is applied to each 
dense layer to mitigate overfitting by penalizing excessively large network weights. This 
technique prevents excessive reliance on particular inputs and thus improves generalization to 
new data (see the formula in Table 2). 

The network culminates in an output layer with a single neuron that uses the ’Sigmoid’ activation 
function, whose formula is shown in Table 2. This setup is mainly used in models where 
probabilities are required, as its output ranges between 0 and 1. It is typical of binary 
classification tasks, where the output represents the probability of belonging to one of two 
possible categories. 

Figure 6 details the network architecture, showing the input layer, the four dense layers, and the 
output layer. 

 

Figure 6. Network Architecture. Source: Self-created (2024). 

Once the network is trained, it is evaluated on a test set. Accuracy and loss are recorded as key 
performance metrics. For a more detailed evaluation, the confusion matrix is employed, 
providing a deeper insight into the model’s performance by considering precision, recall, and F1 
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score for both classes. 

The confusion matrix shown in Figure 7 illustrates how the model classifies instances between 
the two possible categories. In this matrix: 

• 100 true negatives (TN): Instances correctly identified as class 0. 

• 102 true positives (TP): Instances correctly identified as class 1. 

• 13 false negatives (FN): Instances of class 1 incorrectly classified as class 0. 

• 6 false positives (FP): Instances of class 0 incorrectly classified as class 1. 

 

Figure 7. Confusion Matrix.  

Source: Self-created (2024). 

The detailed classification report, shown in Table 4, extends this information by calculating and 
clearly displaying these metrics for each class. It helps to assess the balance between correctly 
identifying positive instances and avoiding incorrectly classifying negatives as positives. 

 

Table 4. Classification Report. 
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 Source: Self-created (2024). 

This report reflects the following metrics for each class: 

• Precision: The model’s ability to identify only the relevant examples. For class 0, it is 
0.88, indicating that 88% of the instances classified as class 0 are correct. For class 1, it is 0.94, 
with 94% precision in correctly identifying class 1. 

• Recall (Sensitivity): The model’s ability to find all relevant examples. For class 0, the 
model has a recall of 0.94, meaning it captures 94% of all actual instances of class 0. For class 
1, the recall is 0.89. 

• F1-Score: A measure that combines precision and recall into a single metric that weighs 
both equally. The F1-score for both classes is 0.91, suggesting a good balance between precision 
and recall. 

• Support: reflects the number of actual cases in the test set, where there are 106 instances 
of class 0 and 115 of class 1. Although oversampling was used to balance the classes in the 
training set (577 for class 1 and 528 for class 0), the reported metrics correspond only to the test 
set, which is smaller and not necessarily balanced. 

The overall Accuracy metric of the model is 91%, indicating high efficiency in correctly 
classifying instances. The macro and weighted averages reflect consistent and balanced 
performance across the classes, demonstrating that the model is effective in handling imbalanced 
classes. 

This detailed analysis provides a clear understanding of how the model handles different types 
of classifications, highlighting areas of strength and opportunities for future improvements. 

Additionally, to gain a more comprehensive understanding of the model’s behavior at different 
classification thresholds, the ROC curve, exemplified in Figure 8, is used. It is particularly useful 
for visualizing the model’s ability to separate the classes. 

The ROC Curve illustrates the relationship between the true positive rate (TPR) and the false 
positive rate (FPR) at different decision thresholds. In this case, the area under the curve (AUC) 
is 0.96, indicating optimal model performance. An AUC of 1.0 represents a perfect classifier, 
while an AUC of 0.5 would indicate performance no better than a coin toss. The orange curve 
rises sharply towards the top of the graph, reflecting a high true positive rate (sensitivity) with a 
low false positive rate.  
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Figure 8. ROC Curve.  

Source: Self-created (2024). 

This high AUC highlights the model’s ability to correctly classify positive and negative 
instances, demonstrating that the model is robust and reliable under various operational 
conditions.  Including this metric in the model evaluation provides a clear measure of its ability 
to handle the trade-off between capturing true positives and avoiding false positives, which is 
crucial for applications where detection precision is vital. 

During model training, accuracy and loss were monitored at each epoch for both the training and 
validation sets. Figure 9 exemplifies this, providing a clear view of how the model learns and 
adjusts over time. 

 

Figure 9. Accuracy and Loss Over Epochs.  

Source: Self-created (2024). 

As detailed in the graph on the left, the training and validation accuracy increase notably in the 
initial epochs and stabilize near 1.0 for training and 0.9 for validation, indicating a high level of 
learning and good model generalization. On the other hand, the graph on the right shows how 
the loss decreases rapidly in the initial epochs and stabilizes towards the end, with the training 
loss consistently lower than the validation loss, suggesting that the model is not significantly 
overfitting. 

In conclusion, these graphs provide clear evidence of the model’s robustness and reliability, 
demonstrating its ability to learn effectively and make accurate and consistent predictions. 

Discussion 

In this study, a predictive model was developed using emotional data obtained through 
FaceReader and demographic information to predict student performance. The key input 
variables included a range of emotions (‘Angry’, ‘Contempt’, ‘Disgusted’, ‘Happy’, ‘Neutral’, 
‘Sad’, ‘Scared’, ‘Surprised’) and the sex of the students, while the target variable was task 
performance, classified as either approved or unapproved. 

1. Data Imbalance and ADASYN 

The original dataset showed a significant imbalance, with fewer cases of failed tasks (166) 
compared to passed tasks (260). To address this imbalance, the Adaptive Synthetic Sampling 
(ADASYN) technique was applied, generating a more balanced dataset with 528 cases of failed 
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tasks and 577 of passed tasks. This balance was crucial for training a robust model that did not 
favor the majority class, thereby improving generalization to new data. 

2. Model Architecture 

The model consists of multiple dense layers interspersed with batch normalization layers. The 
dense layers utilize ReLU activation functions, which are effective for handling non-linearity, 
while the final layer employs a sigmoid activation function suitable for binary classification 
tasks. The inclusion of batch normalization layers stabilizes and accelerates the training process 
by normalizing the inputs of each mini-batch. 

3. Performance Metrics 

The model achieved an accuracy of 91%, with precision and recall values indicating strong 
performance in both classes. The classification report showed a precision of 0.88 and 0.94 for 
the fail and pass classes, respectively, with recall values of 0.94 and 0.89. The F1-scores were 
balanced at 0.91 for both classes, underscoring the model's reliability. Additionally, the ROC 
curve, with an AUC of 0.96, further confirmed the model’s high discriminative power. 

4. Insights from the Confusion Matrix 

The confusion matrix revealed that the model correctly classified 100 cases of failed tasks and 
102 cases of passed tasks. Misclassifications were relatively few, with 6 false positives and 13 
false negatives. The slightly higher rate of false negatives suggests that further adjustments may 
be needed to reduce undetected positive cases. 

5. Training and Validation 

The training process demonstrated convergence, as indicated by the precision and loss curves. 
The training and validation precision curves showed a steady increase, while the loss curves 
consistently decreased, suggesting that the model effectively learned underlying patterns without 
significant overfitting. 

According to Table 5, the Correlation Matrix allows us to identify the emotions that have both 
positive and negative impacts on student performance. The main findings are presented below: 
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Table 5. Correlation Matrix Between Emotions, Sex, And Performance.  

Source: Self- Created (2024). 

Indicators of Low Performance (Unapproved): Students underperformed due to the negative 
influence of emotions such as anger and neutrality. The most notable negative correlation was 
with the emotion of anger (-0.11), which can act as a distracting or demotivating factor, affecting 
students' ability to perform well on tasks. Neutral expression also had a moderate negative 
correlation (-0.07), suggesting these students may be less engaged or motivated, leading to poor 
performance. 

Indicators of High Performance (Approved): Positive emotions, such as happiness, were 
associated with better performance, although the correlation was small (0.07). Happiness may 
be linked to increased motivation, concentration, and overall well-being, which are important 
factors for good academic performance. Surprise also showed a small positive correlation (0.09), 
possibly indicating that genuine interest or curiosity during the task can positively impact 
performance. 

Emotions play a significant role in student performance. Emotions such as happiness and 
surprise are associated with better performance, while anger and neutrality have an adverse 
impact. Additionally, the sex of the student appears to influence performance, suggesting the 
need for specific interventions to address these differences. Fostering an environment that 
promotes positive emotions and effectively manages negative ones could help improve students’ 
academic results. 

The developed predictive model proved effective in predicting student performance based on 
emotional and demographic data. The use of data balancing techniques such as ADASYN was 
crucial for ensuring a balanced and robust model. The model’s architecture, with its multiple 
dense and normalization layers, allowed for effective and stable learning. The performance 
metrics and confusion matrix underscore the model’s accuracy and reliability, although the need 
for additional adjustments to reduce the false negative rate was identified. Overall, the study 
demonstrates the potential of emotional and demographic data in predicting academic 
performance, offering a promising approach for future research and practical applications. 
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Analysis of Feature Importance 

As shown in Figure 10, the analysis of the importance of the characteristics using Permutation 
Importance and the coefficients of logistic regression provides a comprehensive view of how 
different emotions and sex influence the prediction of performance.  

 

Figure 10. Feature Importance using Permutation Importance and Logistic Regression Coefficients. 

Source: Self-created (2024). 

Permutation Importance reveals that the "Neutral" emotion is the most important feature, with a 
mean importance of 0.26, indicating that permuting its values significantly impacts the model’s 
performance. This is followed by the emotions "Surprised" (0.24) and "Contempt" (0.22), also 
standing out as key factors in performance prediction. Emotions such as "Sad" (0.19), "Scared" 
(0.14), "Happy" (0.16), and "Angry" (0.16) also show considerable importance, though to a 
lesser degree. In contrast, the feature "Sex" (0.12) and the emotion "Disgusted" (0.07) have a 
relatively smaller impact according to this method. 

Permutation Importance is a valuable technique for assessing feature importance in ML models, 
as it measures the impact on model performance when the values of a feature are permuted. This 
technique has been widely discussed and applied in various studies, as described in the work of 
Fisher et al., (2019) on interpreting predictive models and measuring feature importance. 

On the other hand, the coefficients of logistic regression provide information on the direction 
and magnitude of each feature’s effect on the probability of approval. The emotions "Surprised" 
(0.32), "Happy" (0.17), and "Contempt" (0.14) have significant positive coefficients, indicating 
that an increase in these values is associated with a higher probability of approval. The emotions 
"Scared" (0.07) and "Disgusted" (0.09) also have positive effects, though more moderate. 
However, the negative coefficient for "Sex" (-0.24) suggests a considerable inverse relationship, 
indicating that sex is a significant factor in decreasing the probability of approval. Emotions 
such as "Angry" (-0.04) also show a negative impact, but of lesser magnitude. 

Logistic regression is a widely used technique for modeling the relationship between a binary 
dependent variable and one or more independent variables. This methodology has been 
fundamental in numerous studies and applications, as detailed in the article by Kleinbaum and 
Klein (2010) on applied logistic regression. 

The combination of Permutation Importance and logistic regression offers a comprehensive 
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perspective on the most influential features in predicting student performance. The emotions 
"Neutral", "Contempt", and "Surprised" emerge as key factors, while sex also plays an important 
role, though with a negative influence. 

Neuromathematical Approach 

The Neuromathematical approach was essential to the success of the predictive model developed 
in this study. By integrating emotional data captured in real-time through FaceReader and 
combining them with demographic variables such as sex, the model allowed for a more accurate 
prediction of academic performance. The Neuromathematical analysis facilitated the 
identification of emotional and cognitive patterns that might have gone unnoticed in a traditional 
analysis. Emotions such as surprise and happiness were positively correlated with better 
performance, while negative emotions, such as anger, showed a negative impact on students' 
ability to concentrate and solve mathematical problems.  

The model's ability to capture the interaction between emotions and sex is a significant 
advancement. The analysis showed that negative emotions, such as anger, reduced the cognitive 
activity required for problem-solving, highlighting the relevance of the Neuromathematical 
approach in predicting performance. By integrating this neuro-emotional dimension into the 
model, a more robust and personalized tool has been created to predict academic success in 
mathematics. 

Limitations and Future Research 

Despite the promising results, the study presents certain limitations regarding the generalization 
of findings. The task focused on constructing a geometric cone, which may not fully represent 
the range of mathematical skills that students develop in other areas of the curriculum. 
Nevertheless, this Neuromathematical approach provides a solid foundation for future research 
aiming to apply this model to other mathematical contexts, such as algebra and calculus, where 
students face different emotional and cognitive challenges (Ashcraft & Moore, 2009). 

In addition, emotional analysis using facial recognition technologies could allow teachers to 
personalize pedagogical interventions based on the students’ emotional states in real-time. For 
example, in adaptive learning environments, where students receive tasks tailored to their 
competence levels, activities could be adjusted not only based on cognitive progress but also on 
the emotions displayed when facing academic challenges. This strategy offers a more holistic 
approach to enhancing both academic performance and student well-being. 

Practical Implications 

This study offers important practical implications for the educational field. By integrating real-
time captured emotions and demographic data such as sex, educators can adjust their teaching 
strategies to accommodate the emotional and cognitive needs of each student. This can have a 
direct impact on early intervention, as the developed model allows for the identification of 
students at risk of low academic performance before their difficulties worsen. 

Furthermore, the model provides a powerful tool for implementing personalized support, 
adjusting academic activities not only based on cognitive progress but also on the emotions that 
students experience while performing tasks. This approach promotes a more inclusive learning 
environment, sensitive to emotional differences that may vary according to sex. 
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Future Directions for Research 

The predictive model developed, which integrates emotions, sex, and academic performance, 
has the potential to be expanded by incorporating other emotional or biometric indicators, such 
as heart rate or electrodermal activity. Future studies could also explore the real-time application 
of these models in classroom environments, allowing teachers to adjust their instruction based 
on students' emotional states. 

Longitudinal studies that follow students over several years would provide valuable insights into 
the evolution of emotions and their impact on learning at different stages of academic 
development. This would help validate the applicability of predictive models across a wider 
range of educational contexts, further enhancing their ability to personalize learning based on 
sex and academic performance. 

Conclusion 

This study demonstrates the value of the Neuromathematical approach in understanding 
mathematical learning. By integrating neuroscience and mathematics didactics through an 
innovative Theoretical Framework, a more comprehensive view is provided of how students 
face mathematical challenges. The findings suggest that emotional regulation is a crucial 
component of academic success, especially in tasks requiring high levels of concentration and 
problem-solving. 

The Neuromathematical approach not only enriched the interpretation of the results but also 
significantly improved the accuracy of the predictive model. By incorporating emotional and 
cognitive variables grounded in neuroscience, this study presents an innovative approach that 
can be extended to other learning domains, enhancing the personalization and effectiveness of 
pedagogical interventions. 

Although this study focused on a specific geometric task, its findings can be generalized to a 
wide range of mathematical and academic contexts if carefully addressed in future studies. 
Replicating this approach across different areas of mathematics and other academic domains 
would broaden our understanding of how emotions influence academic performance, offering 
useful predictive tools to personalize teaching and improve student success in diverse 
educational settings. 

This study highlights a significant relationship between emotions, sex, and academic 
performance in the geometric task. Emotions such as joy and surprise were correlated with 
greater success, while negative emotions such as fear and anger were linked to unapproval of 
the task, reinforcing existing literature on the inhibitory impact of these emotions on 
mathematical cognition (Young et al., 2012). Additionally, the analysis of specific traits, such 
as neutrality and contempt, emphasizes their crucial role as predictors. Finally, the high accuracy 
of the model underscores the potential of emotional and demographic data to predict academic 
success and personalize educational interventions to improve student outcomes. 

Clarification note on the use of the term "Sex". In this research, the term "Sex" is used to 
refer to the biological differences between males and females and should not be confused with 
the concept of "Gender," which refers to social and cultural constructions around identity and 
roles. The analysis based on Sex focuses on identifying biological and emotional patterns that 
may influence academic performance and problem-solving in mathematics. The inclusion of Sex 
as an explanatory variable responds to scientific evidence of significant differences in the 
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management of emotions and cognitive processes between males and females, contributing to a 
deeper understanding of how these differences impact learning. However, we acknowledge the 
complexity of the subject and the importance of addressing these aspects with sensitivity and 
precision in future research. 
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